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1. Introduction  
 

1.1. Classical Bipolar approach  

The classical Bipolar method, proposed by E. Konarzewska-Gubała is an MCDA method. The individual 

phases of this method use elements of the Electre methodology. as well as algorithms of confrontation  

A fundamental feature of the classic Bipolar method is that the decision alternatives are not compared direct-

ly with each other, but by means of two sets of reference points: objects with desired characteristics, called 

“good” objects, and objects with undesired characteristics, called “bad” objects.  

Phases of the classical Bipolar Method  

Phase I. . Decision alternatives are compared with good and bad objects. I 

Phase II. The position of each alternative with respect to the bipolar reference system is established.  

Phase III. The alternatives are classified: first separately, with respect to the good and bad reference sets, then 

jointly. The alternatives are divided into indexed classes so that each alternative from a lower-indexed class is 

preferred over any alternative from a higher-indexed class. Within each class, a linear ordering is defined.  
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1.2. Extension to multistage decision processes  

 

Almost simultaneously with the introduction of the classic Bipolar method the issue of a possible extension of 

this approach to the analysis of multistage, multicriteria decision processes arose. That attempt, however, had 

not been entirely successful and research in this direction was discontinued. 

 

Now I am trying to tackle this problem again and present possible applications of an essential fragment of the 

classic Bipolar approach – which is a single-stage procedure – to control multistage discrete decision processes.  

 

This requires that new notions be defined, directly related to the extension being constructed, such as stage al-

ternative, multistage alternative, stage reference sets, or the importance of the criteria in the consecutive process 

stages.  
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2. Assumptions and notation  
 

Let us start from the following example.  

We consider a three-stage decision process. The sets of feasible states and decisions are as follows:  

Yt = {0,1}    for t = 1,…,4,   

Xt(0) = {0, 1}, Xt(1) = {0, 1}    for t = 1, 2, 3. 

 

 

 

x3=1 

x3=0 

x2=1 

x2=0 

x1=1 

x1=0 

x3=1 x2=1 x1=1 

x3=0 x2=0 x1=0 y1=0 

y1=1 

y2=0 

y2=1 

y3=0 

y3=1 

y4=0 

y4=1 

Stage 1 Stage 2 Stage 3 
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Notation  

 T – the number of process stages (t = 1,…,T),  

 Yt – the set of feasible states at the beginning of stage t (ytYt)  

     Xt(yt) – the set of feasible decisions at the beginning of stage t for state yt (xt Xt(yt))  

 t – the transition function for stage t. We have:  yt+1 = xt,  

 At – the set of stage alternatives for stage t (at At, at = (yt, xt) = (yt, yt+1))   

    A – the set of all multistage alternatives a A, a = (a1,…,aT) = ((y1, x1),…,yT, xT)) = (y1,…,yT+1) 

 Gt – the stage set of good objects,  

 Bt – the stage set of bad objects,  

 Rt = (Gt, Bt) – the stage reference system (GtBt = )  

 R = (R1, ... RT) – the multistage reference system  

     K – the number of the all the criteria considered (k = 1,…,K)  

 Ct – the set of stage criteria (ct
k – k-th criterion at stage t)  

 ft
k –  the stage criterion function for stage t (ft

k: AtRt Kk for k = 1,…, K,  

             and Kk is a cardinal, ordinal or binary scale). We assume, that  

ft
k(bt) < ft

k(gt)            

 wt
k – the weight of the relative importance of criterion k in stage t (k=1

K wt
k = 1, k=1,...,K   wt

k  0)  
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3. Stage alternatives  
 

3.1. Comparison of stage alternatives with stage reference objects  

The comparison of the values ft
k(at) and ft

k(rt) can result in one of the following situations: 

ft
k (at) > ft

k (rt)                                                     (1)  

ft
k (at) = ft

k (rt)                                                   (2)  

ft
k (at) < ft

k (rt                                                      (3) 

 

Step 1:   0-1 indicators 

 
   1, if 0

,
0, otherwise

k k

t t t tk

t t t

f f
 

  
 


a r
a r

                         (4)  

  
 

   1, if
,

0, otherwise

k k

t t t tk

t t t

f f
 

 
 


a r
a r

                            (5)  

 
   1, if 0

,
0, otherwise

k k

t t t tk

t t t

f f
 

  
 


a r
a r

                         (6)  
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Step 2: Stage indicators  

          
1

, ,
n

k k

t t t t t t t

k

c w  



a r a r
,                                             (7)  

            
1

, ,
n

k k

t t t t t t t

k

c w  



a r a r ,                                       (8)  

   
1

, ,
n

k k

t t t t t t t

k

c w  



a r a r .                                       (9)  

Step 3: Outranking stage indicators  

 Step 3a.  

 If      

        ct
+(at, rt) > ct

(at, rt),                                            (10)  

 then the stage alternative atAt outranks the stage reference object rtRt and  

       dt
+(at, rt) = ct

+(at, rt) + ct
=(at, rt),  dt

(at, rt) = 0. (14)       (11)  

 

 If  

ct
+(at, rt) < ct

(at, rt),                     (12)  

 the reference object rtRt outranks the stage alternative atAt  and  

dt
+(at, rt) = 0,      dt

(at, rt) = ct
(at, rt) + ct

=(a, rt ).              (13)  
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 Step 3b  

 If  

ct
+(at, rt ) = ct

(at, rt),                                              (14)  

 

the stage alternative atAt is evaluated as equally good as the reference object rtRt and  

 - if rt is a good object, then  

      dt
+(at, rt) =  ct

+(at, rt) + ct
=(at, rt),  dt

(at, rt) = 0,               (15) 

 - if rt is a bad object, then 

    dt
+(at, rt) =  0,  dt

(at, rt) = ct
+(at, rt) + ct

=(at, rt).                         (16) 

 

Step 4. Stage relationships:  
 

Relation of stage preference  

      at  Lt rt  iff   ct
+(at, rt)  ct

(at, rt),                    (17)  

      rt  Lt at  iff   ct
+(at, rt) ≤ dt

(at, rt),                     (18)  

Relation of stage indifference  

      at  It rt  iff   ct
+(at, rt) = ct

(at, rt).                    (19)  
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3.2. Position of a stage alternative with respect to the bipolar stage reference system 
 

The position of the stage alternative at with respect to the stage reference set of bad objects 
 

      Lt(at, Gt) = {h: at Lt gt
(h), gt

(h)Gt},                                    (20)  

      Lt (Gt, at) = {h: gt
(h) Lt at

 , gt
(h)Gt},                (21) 

      It (at, Gt) = {h: at It gt
(h),  gt

(h)Gt}.               (22)  

Case S1  

If    

      Lt (at, Gt)   It (at, Gt)  .                                         (23) 

then  

      dG
+(at) = max {dt

+(at, gt
(h)):  hLt (at, Gt)   It(at, Gt)},       dG

-(at) = 0.              (24) 

Case S2  

If  

      Ls(at, Gt)   It(at, Gt ) =    Ls(Gt, at)  .                                (25) 

then  

      dG
+(at) = 0,       dG

-(at) = min {dt
+(at, gt

(h)):  hLt (at, Gt)   It(at, Gt)}.               (26)  



 10 

The position of the stage alternative at with respect to the stage reference set of bad objects 

      Lt(at , Bt) =  {h: at Lt b 
(h), bt

(h)Bt},                                        (27)  

      Lt(Bt , at) =  {h: bt
(h) Lt at, bt

(h)Bt},                                        (28)  

      It (Bt , at) =  {h: bt
(h) It at

 , bt
(h)Bt}.                                    (29)  

Case F1.   

If  

      Lt (Bt , at)  It (Bt , at)  =   Lt(at , Bt)  .                             (30)  

then  

      dB
+(at) = min {dt

+(at, bt
(h)): hLs(at ,Bt)},        dB

-(at) = 0.                       (31)  

 

Case F2.   

If  

      Lt(Bt, at)  It (Bt, at)   .                                                (32)  

then  

      dB
+(at) = 0,       dB

-(at) = max {dt
-(at, bt

(h)):  hLt(Bt, at)    It(Bt , at)}.             (33)  
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4. Relationships in the set of multistage alternatives  
 

Multistage success achievement degrees:  

           
1

1
d d

T

t

tT

 



 G G
a a

          (34)  

           
1

1
d d

T

t

tT

 



 G G
a a .          (35)  

Multistage failure avoidance degrees: 

           
1

1
d d

T

t

tT

 



 B B
a a

          (36)  

           
1

1
d d

T

t

tT

 



 B B
a a

          (37)  

 

          d(a) = [dG
+(a), dG

-(a), dB
+(a), dB

-(a)].                             (38)  
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4.1. Sorting multistage alternatives  

  A
1 = {aA:    dG

+(a) > 0,   (39)  
           dG

-(a) = 0,  

           dB
+(a) > 0,        A

1 constitutes the class  

           dB
-(a) = 0}        of the best alternatives.  

  A
2 = {aA:    dG

+(a) > 0,   (40)  

           dG
-(a) > 0,  

           dB
+(a) > 0         Multistage alternatives from A2 

           dB
-(a) = 0}        are evaluated lower than those from A1.  

  A
3 = {aA:    dG

+(a) > 0,   (41)  

           dG
-(a) > 0,  

           dB
+(a) > 0,        Multistage alternatives from A3  

           dB
-(a) > 0}.       are evaluated lower than those from A2. 

  A
4 = {aA:    dG

+(a) = 0,   (42)  

           dG
-(a) > 0,  

           dB
+(a) > 0,        Multistage alternatives from A4 

           dB
-(a) = 0}       are evaluated lower than those from A3. 

  A
5 = {aA:    dG

+(a) = 0,   (43)  

           dG
-(a) > 0,  

           dB
+(a) > 0        Multistage alternatives from A5 

           dB
-(a) > 0}        are evaluated lower than those from A4. 
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A
6 = {aA:    dG

+(a) = 0,     (44)  

             dG
-(a) > 0,  

             dB
+(a) = 0,      Multistage alternatives from A6 

             dB
-(a) > 0}      are evaluated lower than those from A5. 

 

A
7, A8, A9, A10, A11

,A
12, A13, A14, A15, A16  

 

        A
1  A2 ...  A16 = A                  (45)  

 

Because of the construction of these classes, we have:  

        A
1  A2  ...  A16 =           (46)  

Our assumptions easily lead to the conclusion that:  

          A
i =             (47)  

for i = 7,...,16.  

 

Therefore, the multistage alternatives can be sorted into the six classes A1,..., A6 and   

       A
1   A2  A3  A4  A5  A6   = A         (48)  

If k < l, then each multistage alternative from class Ak is preferred over any multistage alternative from class Al.  
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4.2. Ranking the multistage alternatives 

 

Let  

 

(a(i)) = dG
+(a(i)) – dG

-(a(i)) + dB
+(a(i)) – dB

-(a(i))      .(49)  

 

We order the alternatives within the classes:  

 

a
(i) is preferred to a(j) , iff  (a(i)) > (a(j))       (50)  

a
(i) is equivalent to a(j) , iff (a(i)) = (a(j)       (51)  

 

The best multistage alternative a** is defined as a multistage alternative which  

- belongs to the non-empty class with the lowest index m and  

- satisfies the relationship 

 a’A
m  (a**)  (a’)          (52)  
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5. Numerical illustration  

 

At = {at
(0, at

(1), at
(2), at

(3)
 }  

at
(0) = (0, 0),   at

(1) = (0, 1)   at
(2) = (1, 0)   at

(3) = (1, 1). 

At each stage we have two reference sets:  

Gt = {gt
(0)

, gt
(1)} and  Bt = {bt

(0)
, bt

(1)}.  

 

Values of the stage criteria weights 

  ct
1 ct

2 ct
3 ct

4 ct
5 ct

6 ct
7 ct

8 

t=1 0.17 0.23 0.23 0.12 0.25 0 0 0 

t=2 0.17 0 0.23 0.12 0 0.28 0 0.2 

t=3 0 0 0.23 0 0.25 0.27 0.11 0.14 

x3=1 

x3=0 

x2=1 

x2=0 

x1=1 

x1=0 

x3=1 x2=1 x1=1 

x3=0 x2=0 x1=0 y1=0 

y1=1 

y2=0 

y2=1 

y3=0 

y3=1 

y4=0 

y4=1 

Stage 1 Stage 2 Stage 3 
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Results of the comparisons of the stage alternatives with the elements of the reference sets  

t   At  Gt ft
1 

ft
2 

ft
3 

ft
4 

ft
5 

ft
6 

ft
7 

ft
8 

 Bt ft
1 

ft
2 

ft
3 

ft
4 

ft
5 

ft
6 

ft
7 

ft
8 

1 a1
(0) 

g1
(0) 

 =  + =    b1
(0) 

+ + =      

    g1
(1) 

  =  =    b1
(1) 

= + =  +    

  a1
(1)

 g1
(0) 

= + =      b1
(0) 

+ =  = +    

    g1
(1) 

+  =  +    b1
(1) 

= = + + =    

  a1
(2)

 g1
(0) 

   = =    b1
(0) 

 =  =     

    g1
(1) 

  =  +    b1
(1) 

+ = +      

  a1
(3)

 g1
(0) 

=  = + =    b1
(0) 

 = =  +    

    g1
(1) 

 +   +    b1
(1) 

+ +  +     

2 a2
(0)

 g2
(0) 

   +  =   b2
(0) 

+  + =   +  

    g2
(1) 

      =  b2
(1) 

  + =  +   

  a2
(1)

 g2
(0) 

  = =   =  b2
(0) 

  = =  = =  

    g2
(1) 

=  =   = =  b2
(1) 

  + =  = =  

  a2
(2)

 g2
(0) 

=   +  = =  b2
(0) 

+  + +   +  

    g2
(1) 

  +   +   b2
(1) 

=   +  = +  

  a2
(3)

 g2
(0) 

   =  + =  b2
(0) 

+  + =  +   

    g2
(1) 

   =  +   b2
(1) 

+  =    +  

3 a3
(0)

 g3
(0) 

     + =  b3
(0) 

  +  +  +  

    g3
(1) 

    + = + + b3
(1) 

  +  +  = + 

  a3
(1)

 g3
(0) 

  =  =    b3
(0) 

     +  = 

    g3
(1) 

      = + b3
(1) 

    + + + + 

  a3
(2)

 g3
(0) 

    +    b3
(0) 

  +      

    g3
(1) 

     = + + b3
(1) 

    +  +  

  a3
(3)

 g3
(0) 

  +    = = b3
(0) 

  +  + =   

   g3
(1) 

    + =   b3
(1) 

  =  = + + = 
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Results of the calculations of stage indicators. 

 

Stage   At dG
+(at) 

dG
-

(at) dB
+(at) 

dB
-

(at) 

t=1 a1
(0) 0 0.88 0.63 0 

 a1
(1) 0.65 0 0.77 0 

 a1
(2) 0 0.75 0 0.64 

 a1
(3) 0 0.52 0.52 0 

t=2 a2
(0) 0 0.88 0.63 0 

 a2
(1) 0 1 0 1 

 a2
(2) 0.51 0 0.77 0 

 a2
(3) 0 0.72 0 0.63 

t=3 a3
(0) 0.77 0 0.59 0 

 a3
(1) 0 0.61 0 0.73 

 a3
(2) 0 0.75 0 0.77 

 a3
(3) 0 0.75 0.75 0 
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Multistage Bipolar sorting and bipolar ranking 

 

A A1,  A2, A3  dG
+
(a) dG

-
(a) dB

+
(a) dB

-
(a) d(a) A

i
 R 

a
(0)

 a1
(0)

,  a2
(0)

, a3
(0)

   0.257 0.587 0.617 0 0.287 2 3 

a
(1)

 a1
(0)

,  a2
(0)

, a3
(1)

    0 0.79 0.42 0.243 -0.61 5 10 

a
(2)

 a1
(0)

,  a2
(1)

, a3
(2)

    0 0.877 0.21 0.59 -1.26 5 15 

a
(3)

 a1
(0)

,  a2
(1)

, a3
(3)

   0 0.877 0.46 0.333 -0.75 5 11 

a
(4)

 a1
(1)

,  a2
(2)

, a3
(0)

   0.643 0 0.71 0 1.353 1 1 

a
(5)

 a1
(1)

,  a2
(2)

, a3
(1)

    0.387 0.203 0.513 0.243 0.453 3 4 

a
(6)

 a1
(1)

,  a2
(3)

, a3
(2)

    0.217 0.49 0.257 0.467 -0.48 3 9 

a
(7)

 a1
(1)

,  a2
(3)

, a3
(3)

   0.217 0.49 0.507 0.21 0.023 3 5 

a
(8)

 a1
(2)

,  a2
(0)

, a3
(0)

   0.257 0.543 0.407 0.213 -0.09 3 7 

a
(9)

 a1
(2)

,  a2
(0)

, a3
(1)

    0 0.747 0.21 0.457 -0.99 5 13 

a
(10)

 a1
(2)

,  a2
(1)

, a3
(2)

    0 0.833 0 0.803 -1.64 6 16 

a
(11)

 a1
(2)

,  a2
(1)

, a3
(3)

   0 0.833 0.25 0.547 -1.13 5 14 

a
(12)

 a1
(3)

,  a2
(2)

, a3
(0)

   0.427 0.173 0.627 0 0.88 2 2 

a
(13)

 a1
(3)

,  a2
(2)

, a3
(1)

    0.17 0.377 0.43 0.243 -0.02 3 6 

a
(14)

 a1
(3)

,  a2
(3)

, a3
(2)

    0 0.663 0.173 0.467 -0.96 5 12 

a
(15)

 a1
(3)

,  a2
(3)

, a3
(3)

   0 0.663 0.423 0.21 -0.45 5 8 
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6. Discussion  

Comparison to to pure random sampling of the decision space.  

 

Average values of dG
-(at), dB

+(at), dB
-(at) 

dG
+avr, dG

-avr, dB
+avr, dB

-avr. 

We have:  

Aavr = 4.0.  

dG
+avr = 0.161,   dG

-avr= 0,572, 

dB
+avr = 0.388,  dB

-avr = 0.314. 

We have:  

dG
+avr  < dG

-avr          (53)  

dB
+avr  >  dB

-avr           (54)  

 dG =  dG
+avr  dG

-avr =  0.411        (55)  

dB =  dB
+avr  dB

-avr = 0.074         (56)  

dG < 0   dB > 0 

dAB = dG + dB =  0.411 + 0.074 = 0.336        (57)  
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7. Concluding remarks  
 

I have made certain simplifying assumptions, which should be eliminated in the future. They include: setting the 

equivalence threshold at 0 and the concordance threshold at 0.5, as well as not using the veto coefficients. These 

are elements of the Electre methodology, used in the classic Bipolar method. Further research will aim at     

eliminating these limitations.  

 

In the general case it may happen that certain stage alternatives are not comparable with the stage reference sets. 

In such situations, certain multistage alternatives will also be non-comparable.  

 

One of the future directions of the extension of the method is the preparation of a general case description.  

 

Another direction is to design software for numerical simulations. A further research direction would be to re-

place the enumerative method presented in this paper by methods based on multicriteria dynamic programming 

and genetic algorithms.  

 

This  procedure can be applied to create a long-term development strategy.  
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