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Introduction  to previous works

•The Artificial Neural Network was designed and trained as a model of the 
Polish Electricity Power Exchange using the Day-Ahead Market (DAM) data.

•Then, it was proposed to modify it by introducing Evolutionary Algorithms, 
which was then verified using numerical examples. 

• It was based on problems related to the improvement and accuracy of the 
parameters of the neural-evolutionary model.



•For the development of a quantum-evolutionary algorithm, an 
own methodology for determining mixed quantum numbers 
has been introduced.

•For the needs of the development of the 
quantum-evolutionary model own procedures was designed.

•Quantum ANN training was conducted based on the designed 
procedures.

•Currently, research is continued to determine the degree of 
improvement and to prove the accuracy of chosen method.



Purpose of current work

•Current paper presents selected elements of the:

- method of quantization of real numbers in decimal 
notation into quantum mixed numbers,

- method of quantum calculations using linear algebra and 
vector-matrix calculus,

-method of quantum mixed numbers dequantization into real 
numbers in decimal notation.



Basics of quantum inspired computing

•In the quantum calculations conducted in this study, the basic 
concepts of linear algebra and vector-matrix calculus were used. 

•the possibility of using the probability theory in determining 
quantum mixed numbers, i.e. quantum numbers residing in many 
different states at the same time were used. 

•linear operator were used to measure the values of the 
eigenvectors performed on quantum states.



System quantization method 

•A systemic method of converting real numbers into decimal 
notation to quantum numbers by using the probability modules 
of a quantum mixed number and the superposition principle was 
developed as follow:

- the probability modules were assumed to be equal: α = β, and rule 
|α| 2+ |β| 2 = 1 so:

• from which



- Due to the equality of both probability modules, this value 
approximately is:

- Thus, in the case when the dominant state is ket 0, then the values 
of the probability modulus α are from the interval:



Dequantization with ANN

• the definition of the system state was taken as the basis for determining 
mixed states of a quantum number

• It is convenient to interpret quantum calculations as the form of the model of 
a single ANN neuron, described for example by the activation function of the 
sigmoid tangent of the i-th neuron in the k-th weight layer of the Perceptron 
Artificial Neural Network



where:

       – quantum adder of the i-th neuron in the k-th layer of neurons 
weights, determined as the sum of the weighted quantum values 
of the input signals fed to the k-th layer of neurons,

      - element of adder netk
i with the index  lm as a quantum 

weighted input signal to the k-th neuron layer of an artificial neural 
network with a pure nature resulting from two mixed states (input 
mixed quantum number and mixed weight quantum number),



Example of use the dequantization formula



•Dequantization is the conversion of quantum mixed numbers into 
real numbers in decimal notation. 

•Since the nature of the ANN quantum model results from the 
matrix power, the dequantization of a quantum mixed number 
into real (or complex) numbers comes down to solving the 
research problem consisting in the ability to raise the matrix to 
the matrix power 

or to the ability to bring the obtained result to a decomposable 
state described by equation 



Quantum inspired computing

•In quantum calculations, the matrix form of operators and 
vectors are performed in so-called finite-dimensional Hilbert 
space.

•Dirac notation convention was adopted to simplify notations 
and calculations.

•The quantum computation process use the input data to the 
quantization process and the weights of the neural model also 
were subjected to the quantization process.

•Selected activation functions, such as tansig() type functions, 
was carried out on the basis of an algorithm including the 
following basic steps 



Fig. 1. Block diagram of the neti
k adder for the first 

layer of the DAM neural model. Symbols: u1 ... 
u24 - ANN input signal (here the value of the 
volume of electricity supplied and sold in each 
of the 24 hours of a day) in [MWh], y1 - ANN 
output signal (here volume-weighted average 
unit price for electricity supplied and sold in at a 
given hour of the day, in (PLN/MWh), w11, 
w12… w1,24 - ANN weights.



• In quantum calculations, the matrix form of operators and vectors, the 
so-called finite-dimensional Hilbert space, hence each state of a quantum 
mixed number in a Hilbert space H2 corresponds unambiguously to the 
matrix of the form:

•hence a quantum mixed number corresponding to a binary number will be 
expressed as:



•When calculating matrices, a vector-matrix calculus can be used, which is 
associated with appropriate addition, multiplication, transposition of 
matrices, etc. (see: Kaczorek, 1998). 

•At this point, it is also worth supplementing the Dirac notation convention, 
which simplifies notations and facilitates calculations. 

•Well, in the case of a quantum register, the value of the expression | α>, 
where α is a variable whose values are natural numbers, should be read like 
a notation in the binary system supplemented with zeros on the left side to 
the length of n characters, which leads to the notation (see : Susskind, 
Friedeman, 2016; Sawerwain, Wisniewska, 2015):



where the αk coefficients meet the normalization conditions (the sum of 
squared modules equals 1).

The quantum computation process using the input data subjected to the 
quantization process and using the weights of the neural model also subjected 
to the quantization process and appropriately selected activation functions, 
such as tansig() type functions, was carried out on the basis of an algorithm 
including the following basic steps (Tchórzewski, Ruciński, 2016; Ruciński, 
2018):



•Step 1. Converting real numbers in decimal notation to quantum 
mixed numbers using the system quantization method.

•Step 2. Determining weighted adders for individual outputs from 
the first layer of neurons, e.g. multiplication of the first mixed 
quantum number w11 and the mixed quantum number of the 
input quantities u1 for neuron 1 in layer 1 for the first training pair, 
i.e. two quantum mixed numbers: 



where

As a result of the multiplication of the above two quantum mixed 
numbers in a matrix form, a square matrix with a dimension of 2 x 2 
for each neuron in the first layer was achieved (and then in a similar 
way in the second layer):



•For example for the first neuron of the first layer the following is obtained:

•Step 3. Finding the value of the activation function as a tansig () 
function for the first layer of neurons and purlin() for the second 
layer neurons. 

•Determining the activation function for individual outputs from the 
first layer of neurons (and analogically from the second layer of 
neurons)





•Step 4. Due to the existence of the matrix as an exponent of the function e 
(written in the activation function as a quantum mixed number), the function 
was dequantized by means of the learned ANN dequantization. 

•The value of expression becomes the input value for the layer 2 of the ANN 
neurons, which can also be determined analogously to the first layer. 

•The outputs from the remaining neurons of the first layer (hidden layer) and 
the second layer (output layer) are determined in a similar way. 

•The vector of quantum outputs from the output layer is also used in the 
clotting function for assessment of the evolutionary algorithm for each 
individual from the parental population, e.g. in relation to the average value 
of all individuals.



Conclusions and directions for further research

•We proposes new aspects of quantum inspiration for modeling systems 
using, in particular, artificial neural networks previously tuned with 
evolutionary algorithms. 

•The conducted research required the use and implementation of 
appropriate new methods: quantization of real numbers in decimal 
notation, quantum computations using matrix-vector calculus, and 
building, implementing and teaching ANN dequantization.

•The constructed models satisfactorily illustrate the behavior of the PEPE 
system for the DAM.



•The attempts to improve the classic ANN model have shown that the 
improvement of the quality of the model with methods appropriate for the 
classical Evolutionary Algorithms gave positive results.

• In the case of methods inspired by quantum computing, attempts were 
made to propose their own solutions based on linear algebra and 
vector-matrix calculus in Hilbert space. 

•The designed and implemented hybrid model of the DAM system consists 
of a neural model (Perceptron ANN), with weights modified by AE 
(neural-evolutionary model), which improved the parameters of the DAM 
system 



•The designed and implemented hybrid model of the DAM system consists of 
a neural model (Perceptron ANN), with weights modified by AE 
(neural-evolutionary model),

which improved the parameters of the DAM PPE system model in the range 
from - 0.17% to 0, 18% to the range from -0.11% to 0.12%, 

and the designed and implemented AE-assisted and quantum-inspired neural 
model (neural-evolution-quantum model) improved the parameters of the 
model from -0.11% to 0.12 % to the range of -0.04% to 0.05%,

i.e. an order of magnitude, ignoring the fact that the MSE error for the 
Perceptron ANN was already relatively low.



•The conducted research will be continued in the scope of testing the 
applied quantum inspiration method on other examples of neural 
modeling in order to check its effectiveness and efficiency,

 including on such examples as e.g. quantum-inspired neural modeling 
of the development of the Polish Electric Power Exchange carried out 
with the use of relatively large training and testing files.

Thank You for attentions

Questions ???



References

Ciechulski T., Osowski S.: Badanie jakości predykcji obciążeń elektroenergetycznych za pomocą sieci neuronowych SVM, RBF i 
MLP [in Polish]. Przegląd Elektrotechniczny, R. 90, nr 8, pp.148-151, (2014).
Miller A., Bućko P. (2014) Zastosowanie Sztucznych Sieci Neuronowych do Prognozowania Cen na Giełdzie Energii [in Polish]. 
Zeszyty Naukowe Wydziału Elektrotechniki i Automatyki Politechniki Gdańskiej Nr 40.
Kaczorek T. (1998) Wektory i macierze w automatyce i elektronice [in Polish]. WNT, Warszawa.
Kaczorek T., Dzieliński A., Dąbrowski W., Łopatka R. (2020) Podstawy teorii sterowania [in Polish]. WNT, Warszawa.
Tchórzewski J. (1992) Cybernetyka życia i rozwoju systemów [in Polish]. Monografie nr 22, Wydawnictwo WSRP, Siedlce.
Tchórzewski J. (2013) Rozwój systemu elektroenergetycznego w ujęciu teorii sterowania i systemów [in Polish]. OW PWr., 
Wrocław.
Mielczarski W. (2000) Rynki energii Elektrycznej. Wybrane aspekty techniczne i ekonomiczne [in Polish]. ARE S.A. i 
Energoprojekt-Consulting S.A., Warszawa.
Arabas J. (2016) Wykłady z algorytmów ewolucyjnych [in Polish]. WNT, Warszawa, p. 303.
Michalewicz Z. (2003) Algorytmy genetyczne + struktury danych = program ewolucyjne [in Polish]. WNT. Warszawa, p. 430.
Obuchowicz A. (2013) Algorytmy ewolucyjne z mutacją stabilną [in Polish]. OW EXIT, Warszawa.
Ruciński D. (2018) Modelowanie neuronalne cen na Towarowej Giełdzie Energii Elektrycznej wspomagane algorytmem ewolucyjnym 
oraz inspirowane obliczeniami kwantowymi [in Polish].Rozprawa doktorska pod kierunkiem dr hab. inż. Jerzego Tchórzewskiego, 
prof. uczelni UPH w Siedlcach, IBS PAN, Warszawa.
Tchórzewski J., Ruciński D. (2020) Design Methodology for the Quantum-Inspired Artificial Intelligence Methods on the Example 
of Price Determination at the Polish Electric Power Exchange [in English]. Konferencja PAEE, Warszawa.
Tchórzewski J., Ruciński D. (2018) Quantum-inspired  Artificial  Neural  Networks  and Evolutionary Algorithms Methods Applied 
to Modeling of the Polish Electric Power Exchange Using the Day-ahead Market Data [in English]. Information Systems in 
Management, Vol. 7, nr 3, 2018, pp. 201–212.



Tchórzewski J., Ruciński D. (2016) Quantum inspired evolutionary algorithm to improve parameters of neural models on 
example of polish electricity power exchange [in English]. IEEE Digital Library, Proceedings of Electric Power Networks (EPNet), 
pp. 1-8.
Feynman R. P., Leughton R. B., Sands M. (2014) Feynmana wykłady z fizyki [in Polish]. Tom 3. Mechanika kwantowa. PWN, 
Warszawa.
Bernhardt C. (2020) Obliczenia kwantowe dla każdego [in Polish]. PWN, Warszawa, p. 202.
Adamowski J. (2019) Podstawy obliczeń kwantowych [in Polish]. Wykłady na Wydziale Fizyki i Informatyki Stosowanej AGH, 
Kraków, http://www.ftj.agh.edu.pl [dostęp: 14 września 2019 r.].
Heller M. (2016) Elementy mechaniki kwantowej dla filozofów [in Polish]. Copernikus Center Press, Kraków.
Chudy M. (2011) Wprowadzenie do Informatyki kwantowej [in Polish]. OW EXIT. Warszawa, p. 84.
Le Belac M. (2018) Wstęp do informatyki kwantowej [in Polish]. WN PWN, Warszawa.
Hirvensalo M. (2004) Algorytmy kwantowe [in Polish]. WSiP, Warszawa.
Susskind L. Friedeman A. (2016) Mechanika kwantowa. Teoretyczne minimum [in Polish]. Prószyński i S-ka, Warszawa.
Sawerwain M, Wiśniewska J. (2015) Informatyka kwantowa. Wybrane obwody i algorytmy [in Polish]. PWN, Warszawa.
Giaro K., Kamiński M. (2003) Wprowadzenie do algorytmów kwantowych [in Polish]. AOW EXIT, Warszawa.
Wright J., Jordanov I. (2017) Quantum inspired evolutionary algorithms with improved rotation gates for real-coded synthetic 
and real world optimization problems.  Integrated Computer-Aided Engineering [in English]. Vol. 24, No. 3, pp. 203-223.
Mulawka J. J. (1996). Systemy ekspertowe [in Polish]. WNT, Warszawa, s. 235.
Osowski S. (2020) Sztuczne sieci neuronowe do przetwarzania informacji [in Polish]. OW PW, Warszawa.
Tadeusiewicz R., Szaleniec M. (2015) Leksykon sieci neuronowych [in Polish]. Wydawnictwo Fundacji Projekt-Nauka. Wrocław.


